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Abstract
In three experiments, we investigated what evidence people use in making
inferences about causality in complex and uncertain situations. Given
evidence consisting of multiple observations of some outcome, with each
observation including information about the presence or absence of that
outcame and of some of its possible causes, subjects estimated the
strength of the causal relationship between the outcome and a predeter-
mined possibly-causal event. Over problems and over experiments, the
nature and strength of evidence supporting the causal role of the hy-
pothesized cause varied along many dimensions. Using regression-
modeling, we found a set of five evidence types that together gave a
good account of subjects' judgments. Four of the independent variables
in this model directly concern the relation between the hypothesized
cause and the outcome (confirmation by Joint Presence and by Joint Ab-
sence of target and outcame, and disconfirmation by violation of suffi-
ciency and of necessity of the target for the outcome), and the fifth
represents the goodness of alternative causes as explanations for the
outcame. Over the experiments, involving four groups of subjects and
five sets of problems, this single linear model accounted for 84 to 90%

of the variance in each problem-set.
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Evaluation of Evidence

in Causal Inference

In science and in daily life, we are frequently faced with the
problem of determining whether, or to what extent, a perticular action
or event is responsible for some observed outcame. Will "deeper" seman-
tic processing produce better memary? Will Head Start programs improve
school achievement? Will telling jokes ensure the success of lectures?
In such situations, many aspects of the data could be relevant to
evaluating a particular cause, for example: how often the hypothesized
cause and the outcame co-occur, the presence and strength of alternative
possible causes, the relative frequency of occurrence of the outcome,
the a priori 1likelihood that this cause would have an effect on this
outcame, the number of observations available, the proportion of missing
data, etc. What types of evidence do people perceive as supporting (ar
weakening) a hypothesized cause, and what are the relative weightings
among these different types of evidence?

In the damain of philosophy, J. S. Mill (1843) proposed a set of
hewristics for determining the necessary and sufficient causes of an
outcame event, given information about the presence and absence of that
outcame and of its possible causes for some nunbé of situations.
Mill's "methods of experimental inquiry," derived from Hume's "rules by
which to Jjudge of casuses and effects" (1739/1888), prescribe what Mill
believed to be optimasl strategies for inductive reasoning, given that
necessity and sufficiency are the only kinds of causal relations to be
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considered, and given observations of every possible cause in every ob-
served situation. For example, the simplest of Mill's methods, the
"direct method of agreements," allows the determination of a cause
necessary for the presence of some outcame, given (a) a fixed set of
possible causes, (b) two or mare situations where the outcome is
present, and (c¢) information about the presence and absence of each pos-
sible cause for each situation. After assembling these observations,
one 1looks for a cause that is present in every situation (or absent in
every situation); if there is such a cause, that cause (o its absence)
could be necessary for the outcame.

Other philosophers, such as Carnap (1962) and Scriven (1976), have
also suggested approaches to evaluating causal relations, providing
guidelines for determining what evidence is necessary to confirm a hy-
pothesized cause. In the social psychological literature, but in much
the same vein as Mill, Kelley (1967) has suggested that attributions of
causality can be made using an analysis-of-variance model. Using this
approach, one assembles multiple situations involving different combina-
tions of possible causes (from a fixed set) that are present, and
records the outcame for each. One then looks for the "effects" of the
individual causes (as for variables in an ANOVA), and thus determines
shich cause is responsible for the outcome. This scheme as well re-
quires campletes information, and assumes that there is no limitation on
the amount of information that can be handled. Both of the above-
mentioned proposals (Mill's and Kelley's) sre quite reasonable methods
of analyzing causal evidence, given camplete information and unlimited

- o
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processing capacity.

"Clearly, though, these assumptions of optimal conditions do not ap-
propriately characterize either the problem or the p'obleu-solver in na- '1
turalistic causal inference-making. What do people without training in ; 4
logic actuelly do when confronted with this kind of problem? Con- ‘
strained by their "bounded rationality" (Simon, 1957), subjects cannot ¢
be expected to make perfectly rational attributions of causality

(Fischhoff, 1976). In causal reasoning, people are subject to illogical
and statistically unsound biases that cannot be explained by any simple : .-.'
notions of processing limitations (cf. Tversky & Kahneman, 1977); these .
biases affect what information the subjects attend to, and what they do
with the information they do choose to consider. For example, subjects

Judging contingency between two events overvalue confirming instances, ?g
and thus overestimate the relationship between those events (Jenkins &
Ward, 1965; Smedslund, 1963). In making generalizations, subjects are

much more influenced by instances that confirm their hypotheses than by
disconfirming instances (Gollob, Rossman, & Abelson, 1973; Lord, Ross, &
Lepper, in press). Their assessment of data is influenced by pre-
existing schemata and associations (Chapman, 1967; Chapman & Chapman,
1967, 1969; Kelley, 1972; Crocker & Taylor, Note 1). When confronted
with an outcame having multiple possible causes, subjects assess causal
relationships enploying a simplifying principle of "minimum causation" !
(Shaklee & Fischhoff, Note 2), rather than a more complex principle of 5% L
discounting (Kelley, 1972): In these multi-causal situations, subjects |

interpret the Inown presence of one possible cause as sufficiently ex-
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plaining the outcame, and they greatly decrease their estimeted proba-

biuty.'ot the presence of other, supposedly independent, possible
causes. '

One question that these findings raise is whether all the above-

e yor
b 7S

mentioned effects will occur (and how the ones that do occur will com- : L
bine), given camplex problems, in which subjects themselves must select
the information to consider, with instructions and stimuli that

highlight neither particular strategies nor particular portions of the
evidence. When the subjects must choose what aspects of the problem to
consider in judging a causal relation, what sorts of data do they con-
sider, and how strongly do each of these data types influence perceived
causality? i

The experiments reported below attempt to specify how subjects

Jud.ge the probability that a hypothesized cause would produce a particu-
lar outcame event when the subjects are given incomplete information
about camplex problems that vary simultaneously on meny dimensions.
Since subjects had to choose what aspects of the evidence to consider,
and how to weigh and cambine these evidence types, our research may be
mare faithful to the conditions of causal judgments in the real world

F than is much of the earlier work. The camplexity of the problems, the
minimally constrained task, and the use of multiple-regression techni-
ques for analysis make this research partisularly informative. Taken
together, these features allow us to assess (a) the relative importance
of inherently-correlated evidence types; (b) the roles played by biases
and limitations such as those mentioned earlier; and (c) the weights as-

?
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signed to different kinds of evidence (within single experiments).

*The paradigm used in these experiments is one of eveluating a |
preselected causal hypothesis--the task that we, as scientists, perform
in evaluating experimental data, and the task that also characterizes a
large portion of owr causal reasoning in everyday life. The technique
to be used to analyze the data from these experiments is one of testing
various models of subject performance via multiple regression, and com-
pering these mcdels as accounts of the data. The nature of our exper-
imental task and of owr analytical technique enabled us to encourage
subjects to use their (presumably complex) real-world strategies in sol-

ving the problems. In this research, then, we can find evidence about
some questions whose previous investigation was limited to situations
where the variable of interest was necessarily highly salient to sub-
Jects.

This research can be seen as having at least one goal in common
with some of the social psychological research on attribution: Both seek
to understand how people determine the causes of events. The two types
of research differ, however, in what camperisons are of interest. The
attribution literature is focused on questions of the extent to which
and the conditions under which subjects attribute outcomes to different
kinds of causes (e.g., internal vs external, self vs others, situations i
vs dispositions)—distinctions that are orchogonal to the issues that
most interest us in this program of research. We are primarily in-
terested in how subjects use patterns of evidence to determine the

strength of a causal relstion, and how subjects integrate the prior

" =
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strength of a causal hypothesis with their evaluation of the evidence
presénted. In owr attempts to tap subjects' use of their prior
knowledge about real-world damains (in Experiment 2), we contrast causes
that differ in their prior strengths, but that are still of 2 wmiform
nature with respect to dimensions that are of importance to social
psychology. The flavar of the attribution research is thus quite dif-
ferent fram that of the experiments reported here, but the tw ap-
proaches are camplementary; perhaps at some point in the future, they
will converge. [For a review of empirical work on attribution, see Nis-
bett and Ross (in press). See also Jones, Kanouse, Kelley, Nisbett,
Valins, and Weiner (1972) for many important original papers in the
field.)

In a series of three experiments, subjects evaluated some causal

hypothesis in each of many problems. A sample of these problems appears

Insert Table 1 about here

in Table 1. In each problem, subjects were presented with the hy-
pothesis that a particular event was responsible for some outcome, and
were asked to use a given bady of evidence to estimate the probability
that the hypothesized causal event, present in isolation, would produce
that outcame. Each line of a problem depicts one "situation"; in each
situation, the result (to the right of the arrow) is the occurrence or
non-occurrence of the outcame event. The hypothesized cause to be
evaluated (the "target") is always specified (offset below the problem).
Within a situation, each possible cause (the target and all alterna-
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tives) is either present, absent, or not observed.

‘Within each experiment, problems varied in terms of the number of
situations in which the target was present, the number in which it wes
absent, and the number in which it was not observed; aver each of these
situation types, the outcame (occurrence vs. non-occurrence of the
outcame event) also varied. Additionally, the problems varied in terms
of the number of situations observed, the number of possible causes ob-
served per situation, the number of different alternative causes presen-
ted in the problem, and the strength of the evidence supporting these
alternatives. |

Other features varied only between experiments. In Experiment 1,
there were never any situations in a problem that disconfirmed the
target's causal role (that is, there were no violations of necessity or
sufficiency of the target to the outcame); in Experiments 2 and 3, these
disconfirmatory situations were permitted. In Experiments 1 and 2, the
problems consisted of only abstract patterns of events, represented by
letters of the alphabet; in Experiment 3, some sets of problems involved
concrete events fram real-world damains.

The organization of the remainder of this paper will be as follows:
First, there will be a general description of each experiment. Then,
there will be a description of the method employed for all the exper-
iments, and of the special features of each experiment. Following this,
the modeling of all the data will be discussed. This organization will
allow for the most coherent presentation of the results of the regres-
sjon modeling, since evaluation of the models for each experiment should

B
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be done considering not only the results of that experiment alone, but
the data fram 2ll the experiments as a whole.

In the first experiment, the hypothesis to be evaluated was never
directly disconfirmed by the evidence--if the target (hypothesized)
cause was observed, it and the outcame were either both present or both
absent. These simpler problems thus involved no direct violations of
necessity or sufficiency relations between the target cause and the
outcame. The permissible evidence types were restricted in this way be-
cause of the possibilit_.y that the presence of any problems with directly
disconfirmatory evidence might have a major effect on subjects' stra-
tegies. The limited nature of the problems in this experiment provide
an opportunity to observe a somewhat simpler situation, which can later
be campared to the mare camplex situation that subjects face in the
second and third experiments. In Experiment 1, subjects had to evaluate
and cambine information about varying levels of confirmation, but the
only forms of evidence that reflected negatively on the target hy-
pothesis were the absence of confirmation and the strength of alterna-
tive hypotheses. In the later experiments, subjects had to integrate
these forms of evidence with observations that were directly disconfir-
matory of the target hypothesis.

The second experiment differed from the first in two major
features. First, it allowed the presence of evidence types directly
. disconfirming the target hy - . 2sis (violations of sufficiency and
necessity). While these evidence types were not present in every prob-

lem, the general effect of their presence in the overall set can be as-
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sessed by comparing the models and parameter estimates fram this exper- t
iment with those of Experiment 1. g f
The second major difference fram the first experiment was that, in 5
i

addition to our continued focus on group data, here we were also in-
terested in looking at the performance of individual subjects. Although
the reliability of responses between subjects in Exper iment 1 was very I
high (as we will discuss later), we were not fully convinced that there
were no interesting individual differences in performance on this type
of task. In the second experiment, then, we attempted to increase our
chances of finding differences between subjects, if there were any to be
found. In order to get more data, and more useful data, about the per-
~ formance of individual subjects, we made two modifications to the basic
experiment. First, there were additional replications of each basic

problem (in this case, four observations of each basic problem instead

of two). These additional replications increased the stability of the

independent variable for individual-subject modeling (a subject's mean

response to a basic item), and also provided more data on within-subject

consistency over replications.
As another way of getting more information about individual sub-
Jects, we added a set of tests of inductive reasoning ability. These

T

tests provide a means of relating individual performance in owr causal-
inference task to performance in other damains of inductive reasoning.
The ability tests were of the type used in intelligence-test batteries,
and thus differed in one important respect from the causal-evaluation
task: they were scorsble in terms of whether or not each response was “j
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the correct answer (or at least, the generally accepted "best" answer)
to the problem. Inclusion of this rather different type of task allows
us to address the issue of whether the kinds of inductive abilities re-
quired for successful performance in these "objective" tests are related
to performance in the less-structured evaluation task.

In the third experiment, as in the second, all possible relations
between the target and the outcome were permitted. In this experiment,
we included sets of problems that consisted of abstract symbols (letters
of the alphabet) representing the possible causes and the outcome, just
as in the first two experiments. Here, though, we also included sets of
problems where each abstract problem was realized as a set of situations
involving concrete events.

The third experiment thus served two» purposes. First, with its
abstract problems, it provided an independent replication of the results
of the second experiment, with new subjects and new items. Given that
the primary form of data analysis for these experiments was multiple re-
gression, it was important to guard sgainst the possibility that the
models selected were 1largely capitalizing on chance variation in the
data (Cohen & Cohen, 1975).

The second (and more important) contribution of the third exper-
iment is that it provided a measure of how subjects combine their
abstract evalua:ion strategies with their prior knowledge in problems
involving concrete damains. One of the important motivations for intro-
ducing the concrete content was to examine the effects of the a priori
probability of a hypothesized csuse, when subjects have to evaluate the

TR I T P AT )
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causal role played by that hypothesized cause in some particular set of
data. In order to look at how prior probabilities were combined with
the abstract structure of the evidence, we needed to know what these
prior probabilities were. Thus, an independent group of subjects provi-
ded estimates of the base rate or a priori probability for each concrete
potential cause.

In the main task, where subjects evaluated entire problems, the
factor of concreteness of the items to be judged was varied between sub-
Jects for two reasons: There was a possibility that the presence of
meaningful content in any of the items that a subject judged might alter
that subject's stratgies for the abstract items, thus weakening the
ability of the abstract portion of this experiment to serve as a repli-
cation of Experiment 2. On the other hand, it was also possible that
the absence of meaningful content in any of the problems might alter
strategies for the concrete items, and thus prevent us from ﬁ’nding dif-
ferences in the treatment of concrete vs. abstract items that would oth-
erwise exist.

METHOD

All Experiments

Subjects

Subjects were members of the Yale lhiversity community, who parti-
cipated for pay ($2.50 per howr), course credit in Introductory Psycho-
logy, or a cambination of pay and credit. Forty-three subjects partici-

pated in Experiment 1, 58 in Experiment 2, and 123 in Experiment 3. Of
the sbjects in Experiment 3, 40 were given abstract-content problems,
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€2 were given corcrete-content problems, and 21 estimated a priori pro-

babilities of concrete target hypotheses.

Materials :
Materials for all experiments were causal inference problems re-

quiring an evaluation of the causal role of a single possibly causal

event on the basis of a pattern of evidence. In each experiment, there

was a large set of problems, and each was presented with replication
within subjects, using isomarphic forms of each problem set. For
abstract-content problems, the isomarph sets were simple alphabetic

transformations of one another (e.g., every R in Form 1 became an M in

Form 2); an independent, randam alphabetic transformation was used to

produce each isomarph set. For concrete-content problems, the isomorph
sets involved two different real-world damains.

Each problem consisted of two parts: the presentation of evidence,
and the identification of a possible cause to be evaluated. The sub-

'. Jects' task was to "use the evidence in each problem to determine the
, likelihood that a particular one of the possible causes, in isolation,
leads to the outcame." A sample problem (of one of the types used in the
experiments) appears below:

A B o E
L A C < -E
B C « -E
C «-A & E

A = E

Evidence. The evidence consisted of descriptions of a number of
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sitwations (where each situation occupied a single line of the problem);
each situation consisted of a number of observed (possibly causal)
events and an outcame. For example, in the problem above, A, B, and C
are the possibly causal events, and E is the outcome event.

Over the set of problems in each experiment, the number of situa-
tions described in a single problem varied between two and five, and the
number of possibly causal events that were observed per situation also
varied between two and five, independently of the number of situations.
Within a single problem, each situation had the same number of observed
possibly-causal events.

Within any situation, each possible csuse (e.g., A in the sample
problem above) was in one of three states: observed to be present
(e.g., A in the first 1line), observed to be absent (e.g., -A, read "mot
A," in the second line), or not observed (e.g., the third line, where no
mention is made of A as either present or absent). For all situations
in a single problem, the outcame event (e.g., E in the sample problem)
was always the occurrence (e.g., E in the first line) o the non-
oceurrence (e.g., -E in the second line) of the same outcome event. Ex-
haustive cambination of the three conditions of each possibly causal
event (positive, negative, not-cbserved) with the two outcame conditions
(positive and negstive) yields six different relationships that can ex-
ist between each possibly-causal event and the outcame event for any one
sitwtion (line) in the problem. In terms of the implications of these
six relstionships for the causal role of the observed, possidbly causal

events, these relationships are:

—
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1. Confirmation by positive outcame: The event is observed to be
present and the outcame occurs. This relation between the event and the
outcame is evidence for the sufficiency of the event for the outcome.

2. Disconfirmation by negative outcome: The event is observed to
be present but the outcame fails to occur. This relation between the
event and the outcame is evidence against the sufficiency of the event
for the outcome.

3. Disconfirmation by positive outcame: The event is observed to
be absent but the outcame occurs. This relation between the event and
the outcame is evidence against the necessity of the event for the
outcame.

4. Confirmation by negative outcame: Tne event is observed to be
absent and the outcame fails to occur. This relation between the event
and the outcame is evidence for the necessity of the event for the
outcame.

5. Uninformative positive outcome: The event is not observed and
the outcame occuwrs.

6. Uninformative negative outcame: The event is not observed and
the outcame fails to occur.

Target Hypothesis. In each problem, the subjects were to evaluate

the causal role of one possibly causal event, the "target hypothesis."
Below the eviderce in each problem we designated the possibly-causal
event that was the hypothesized cause of the outcome event (e.g., A =
E in the example problem). The task was to estimate the 1likelihood
(probability converted to a O to 100 scale) that the presence of the
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target event, in isolation, would lead to the occurrence of the outcome
event.

Over the set of basic problems in each experiment, the number of
accurrences (and the proportion of occurrences) of each of the permissi-
ble evidence types for the target event was varied, as were the number
(and proportion) of each of the permissible evidence types for the al-
ternative causes.

Procedure

Subjects were tested in groups comprising between 2 and 15 sub-
Jects. Subjects were given printed instructions, which were read aloud
by the experimenter while subjects read them silently. The instructions
pointed out the camplex and uncertain nature of the casusal evaluation
task, stressing that subjective estimates rather than correct calcula-
tions were required. Subjects were told to consider each problem in-
dependently, and to assume that there was no relation between the events
in one problem and the events in any other problem. They were told not
to go back to consult any previous answers. The {instructions
highlighted the difference between definite absence of a possible cause
and lack of infoermation about it. Also mentioned were the possibility
of unobserved events affecting the outcame, and the limited nature of
the available evidence (in terms of number of possible causes observed
in each situation, as well as in number of situations). The similarity
between the experimental situation and the real world (in terms of the
limitations of the evidence and the complexity of the task) wes re-
peatedly pointed out.

o Rl B0
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The experiments were conducted as paper-and-pencil tasks. Problems

were presented in booklets, and subjects recorded their responses on

prepared answer sheets. Subjects were permitted to merk up the problem
booklets or to make notations if they so desired. The task was self-
paced, with the experimenter telling subjects when one-quarter, one-
half, and three-quarters of the estimated time had elapsed. There was
some variability in finishing times, with subjects in Experiment 1 and
the abstract condition of Experiment 3 spending about one hour, subjects
in Experiment 2 and the concrete condition of Experiment 3 about 90
minutes, and subjects in the Base Rate condition of Experiment 2 about
half an hour. All subjects were allowed adequate time to complete =21l
problems.
Design |

Within each of the five subject groups (Experiment 1; Experiment 2;
and the three groups of Experiment 3, to be called 3-Abstract, 3-Con-
carete, and 3-Base Rate) every subject received all sets of problem iso-
morphs, with the order of administration of forms counterbalanced over
subjects on the basis of order of arrival at the experimental session.
The order of the problems within each form was randamized independently
for each subject. The subject campleted all problems of one isomorph
set before another set was begun.

Exper iment 1

In Experiment 1, the evidence involving the target event wes res-
tricted to only those evidence types that did not directly disconfirm a
causal relationship between the hypothesized cause and the outcame (that

p
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is, to evidence types 1, 4, 5, and 6). There were no instances of evi-
dence type 2 o 3, since these violate sufficiency and necessity ‘ot' the
target for the outcame. For all the other possibly causal events in a
problem, though (that is, for the alternative causes or hypotheses), all
evidence types were permissible (types 1 through 6).

Experiment 1 involved two isomarphic sets of 60 basic problems.

Experiment 2
The causal inference problems in Experiment 2 differed fram those

of Experiment 1 in that they allowed situations exemplifying all six of

the logically-possible relations between the target hypothesis and the
outcame. Thus, not only were there confirmatory and uninformative evi-
dence types involving the target cause (types 1 and 4, and types S and
6, respectively), but there were disconfirming evidence types (types 2
and 3) as well. Instructions for this experiment were altered to inclu-
de a warning that interactions between possible causes might produce an
apparent relation between a possible cause and the outcame that differed
from the true relation.

This experiment involved four replications (isamorphic sets) of 50
problems. The isomorph sets were counterbalanced over subjects in a lLa-
tin Square design. Following the last problem set, subjects answered a
questionnaire about their strategies.

Reasoning Tests

Experiment 2 included an sdditional set of materials: three brief
paper-snd-pencil inductive reasiming tests. These were a geametric-
series campletion task, a letter-series campletion task, and a geametric
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snalogies task. In the geametric-series completinon task, items required
a forced choice for items of the form A:B:C:D:? involving spatial relas-
tions between geometric forms. The letter series task was of the same
type, but involved alphabetic progressions. In the analogies task,
items were of the form A:B::C:?, with 5 response-alternatives, and in-
volved spatial and geametric relations. The inductive reasoning ability
tests, which were timed (10, 5, and 5 minutes for the geometric series,
letter series, and geametric analogies, respectively), were administered
before the self-paced causal inference task. The three reasoning tests
were given in randam order for each group.
Experiment 3

The problems in Experiment 3 involved the same full set of evidence
types used in Experiment 2: F11 six evidence types were permissible for
the target cause and for all alternative possible causes.
3-Abstract

Although the abstract problems in Experiment 3 (those using letters
of the alphabet for the events) were constructed independently of those
for Experiment 2, they met the same set of restrictions. Here, though,
there were 60 problems, and two isomarphic sets. The instructions from
Experiment 2 were used for these subjects as well.
3-Concrete

The problems in the concrete-content cordition of Experiment 3 were
formally identical to the abstract-content problems of that experiment.
There were two concrete-content damains: epidemics of diseases and de-

clines in stock values. For each content demain, a set of 26 possibly-
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causal events was assembled, where each event was a plausible cause of

the type of outcames found in that damain (that is, disease epidemics or

stock-value declines). Examples of these events can be found in the
concrete-content problems in Table 1. These events were arbitrarily as- ) [
signed to letters of the alphabet, and the evidence in each problem was F
constructed by substituting a concrete event for the corresponding let-
ter in the abstract version of each basic problem.

A particular concrete outcome event was also required for each

problem: the particular disease involved in the epidemics, or the parti- °

cular industry in which stock values were dropping. For the disease
epidemics, we invented a set of 60 fictional diseases with names that
gave no information about the nature of the disease, such as Dempes Syn-
drame and Manley-Lincoln Disease; these diseases uere'then randanly as-
signed to the 60 problems that coneqned epidemics. For the stock
crashes, we constructed a set of 60 types of corporations covering a
wide range‘ of industries, such as pharmaceutical companies, publishers,
resort operators, and fruit peckers. These were assigned to the 60
problems with the constraint that the kinds of possible causes mentioned
in a problem had to be applicable to the type of business assigned to

that problem: For example, certain of the causes we used are sensible

eIt 5

only for manufacturing-type industries, others only for service-type in-
dustries.
The problems in each content damain were set up in a formst ap- ey

propriate to that damain. (See Table 1 for sample problems.) For the
disease epidemics, each line of the abstract problem was translated into
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the events or conditions present (or absent) in one city, with the
outcame being an epidemic (or no epidemic) of the disease assigned to
that problem. For the stock crashes, each line of the abstract problem
was translated into the events or conditions present (ar absent) in one
campany of the industry assigned to that problem, with the outcame a
drastic drop (or no drastic drop) in the value of that campany's stock.

For the epidemic damain, the judgment requested was the probability
that in some other city, an epidemic of the assigned disease would occur
if the hypothesized cause were present. For the stock domain, the
Judgment requested was the probability that in some other company of the
assigned industry, there would be a drastic drop in the value of stock
if the hypothesized cause were present.

Each subject in the concrete-content group solved both the set of
60 epidemic problems and the set of 60 stock-crash problems, with order
of administration counterbalanced over subjects. The instructions for
this condition varied only slightly from those in the abstract condi-
tion. They prepared subjects to judge problems from "two different
damains,” and provided a sample problem from a concrete content damain,
although a different one fram those the subjects would judge--the rati-
fication of a constitutional amendment. The instructions also en-
couraged subjects to use their prior knowledge about the causes invol-
ved, directing subjects to "keep in mind all the information available
to you-=-information both in the problem and a.ready known to you."
3-Base fate

The base-rate problems were the same as the concrete-content prob-
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lems of Experiment 3, except that each problem provided no evidence, and

gave only the conclusion to be judged. Subjects in this condition saw

questions of the form, "What is the probability that, in some city,

there would be an epidemic of Phipp’'s Disorder if diseased cattle were
slaughtered and sold?", and "What is the probability that, for some cof-
fee campany, stock values would drop drastically if there was political
upheaval at the campany's foreign location?".

Here, the instructions told subjects that they would be asked to
Judge the 1likelihood of some outcame's occurring under certain cir-
Subjects were given no other information about how to

cumstances.
determine the answer, except that they were to try to use the full range

of the rating scale.
RESULTS

Basic Statistics

The mean response for each data set, over subjects and over items,

Insert Table 2 about here

appears in Table 2. These mean responses appear, on preliminary inspec-

tion, to be qujte similar. Since Experiments 1, 2, and 3 involved dif-
ferent sets of basic items, we did not perform any comperisons of mean

response across experiments. For the three data sets of Experiment 3,

however, two cumparisons are reasonable: (a) 2 comparison between

responses to abstract-content problems and responses to concrete-content
problems (between subjects), and (b) a comparison between responses to
epidemic-domain problems and responses to stock-domain problems (within
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subjects) .

" For the first camparison, we calculated the average response for
each subject (collapsing over forms and items) and compared the means
for the abstract-content group with the means for the concrete-content
group. The difference between groups, with means of 2U.99 and 36.20
respectively, was not significant, t (100) = .62. This absence of dif-
ference suggests that subjects in the tw> groups were using similar de-
cision rules in making their judgments; additional, more fine-grained
analyses will explore the similarities.

For the second camparison (epidemics versus stocks), the subjects'
mean responses to epidemic problems were compared with mean responses to
stock problems, by a matched-sample t-test over subjects. The mean
responses to epidemic problems were significantly lower than the mean
responses to stock problems (both given in Table 2), t (61) = 2.87, p <
.01. Given that the estimates from the base-rate subjects were also
much lower for the epidemic problems (33.96, SD = 14.71) than for the
stock problems (u44.65, SD = 13.33), the difference for subjects given
the full problems can be attributed to differences in the base-rates.
Further analyses will clarify the importance of differing base-rates.

Reliability

One of the striking aspects of the data we collected was their high
reliability. Evaluation of the adequacy of our regression models re-
quires estimates of how much reliable variance there was in each data
set. We measured reliability in a number of ways--between forms (iso-

morphic sets), between replicatlons (orders of presentation), between
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subjects, and within subjects. By all of these measures (presented

below for each data set), our data appeared to have very high internal

consistency. ‘ * }

Experiment 1

Using mean responses over subjects, the correlation between forms
of the problems, adjusted by the Spearman-Brown formula, was .98; the
corresponding correlation between replications (here, the first- vs the
second-presented set) was .97. Consistency of responses over subjects
was assessed using Qronbach's coefficient alpha (Qronbach, 1951). For

this experiment, alpha was equal to .96. Since these measures of relia-

bility all showed the responses to be little influenced by form, order,
or individual subject, it was appropriate to do regression modeling of

this experiment on the basis of a mean response to each of the basic

problems, averaged over these other three variables.
Experiment 2

In this experiment, pairwise correlations among the four forms and

amang the four replications were also very high (adjusted mean r both
.99). Qronbach's coefficient alpha showed the reliability over subjects
(collapsing over forms) to be .99.

In this experiment, where we madeled individual as well as growp
data, we looked st the reliability of responses from individual sub-

Jects., We astessed within-subject reliastility by aversging eech
subject's respcnses to Forms 1 and 2, and averaging his responses to
Forms 3 and 4. For each subject, we correlated these two 50-1£an sets,

and adjusted the correlations by the Spearman-Brown formula. The mean
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of this reliability coefficient, over subjects, wes .83 (SD = .11).
Exper iment 3

3-Abstract. In this data set, the adjusted correlations between
forms and betueén replications were both .98, and coefficient alpha wes
9.

3-Concrete. Reliability of responses to these problems was as-
sessed in three ways: collapsed over content damains, within each con-
tent damain, and between content damains. Collapsing over damains,
coefficient alpha was .99. Heliabil:lt.y within each damain was assessed
by correlating the responses, cullapsed over subjects, to a damain when
it was the first-presented set with responses to that damain when it was
the second-presented set (a2 between-subjects comparison). This correla-
tion, adjusted by the Spearman-Brown formula, was .98 for disease epi-
demics and .97 for stock crashes. Although this reliability is quite
high, evidence fram the between-domains comparisons suggests that the
apparent reliability within damain is due to the reliability of respon-
ses to a given basic problem (that is, to the abstract aspect of the
evidence) rather than to subjects' consistent use of the base-rate pro-
babilities: The correlation between concrete damains was very high (r =
.97). As another measure of this same aspect of the reliability, the
correlations between the responses to the abstract probiems and respon-
ses to each concrete damain were also very high: r = .98 and .97 for
epidemics and stocks, respectively.

3-Base Rate. The base-rate estimates themselves were quite relia-

ble, as assessed by the procedures used above for the concrete-content
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problems. For the base-rate problems, the correlation between orders of
administration (adjusted by Spearman-Brown) was .93 for the epidemics
and .91 for the stocks. For this base-rate condition, there was, of
course, no relation between a problem in one damain and the correspon-
ding problem in the other damain, since responses here were just ratings
of the target hypotheses, which were randamly assigned to the basic
problems. The correlations above demonstrate that there was great con-
sensus among subjects about the relative strengths of the causal rela-
tions between the various causes and their outcomes.

Models

Proposed Model of Group Data

F |

A
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i
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The model we propose as the best account for subject performance
over all three experiments combined is one consisting of five indepen-
dent variables (plus the regression constant, which represents what the
level of response would be in the absence of evidence). These varia-
bles, taken together, extract a large portion of the potentially

relevant information in each problem; they are sensitive to the observa-

tions in a problem that support and oppose the target hypothesis, as

well as taking into account the evidence in favor of competing possible
causes. These variables represent:

1. confirmation of the target hypothesis by joint presence of tar-
get and outcome (evidence type 1 described earlier),

2. disconfirmation of the target hypothesis by vioclation of suffi-
ciency of the t.argei: for the outcame (evidence type 2),

3. disconfirmation of the target hypothesis by violation of neces-
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sity of the target to the outcame (evidence type 3),
- 4, confirmation of the target hypothesis by joint absence of tar-
get and outcame (evidence type 4), 5t

5. disconfirmation of the target hypothesis by the strength of al-
ternative hypotheses.

For each problem, levels of the independent variables for the first
four evidence types were determined by simply counting the number of si-
tuations in that problem that fell into each of the four categories.
Levels of the fifth variable were determined by computing an index of
causal relatedness (to the outcame) for each alternative variable in a
problem, and then taking the average of the two highest scores on that
index. The index consisted of the sum of the number of observations
confirming the causal role of some alternative hypothesis minus the num-

ber of observations disconfirming the causal role of that hypothesis.

Confirmations and disconfirmations were based on the relation between

- the alternative and the outcame, with joint occurrences and joint absen-

ces considered confirmation, and mismatches in presence and (known) ab-
sence considered disconfirmation. By this procedure, a variable was
computed for each problem that represented the average strength of the
two alternative causes that were the best competing explanations for the
outcame.

The adequacy of the proposed model can be evaluated in many ways:
by its fit to the data (in terms of variance accounted for and unaccoun-
ted for), by the plausibility and comparability over experiments of the
model's parameter estimates, and by the model's superiority over plausi-

\
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: I
’ ble alternative models. These criteria will be disussed in the sections I
immediately below. Additional criteria, such as the model's relation to r

data fram other research, and more global features of the model, will be ; :

covered in the "General Discussion" section. s [
{
}

Goodness-of-fit. As the initial portions of Table 3 show, this

Insert Table 3 about here {4

model provides a good account for the responses in all five sets of data
(Experiments 1, 2, 3-Abstract, 3-Stocks, and 2-Epidemics). In terms of
the proportion of the variance accounted for, this model provided a2 uni-

formly good fit to data fram three completely independent experiments,

involving both different subjects and different problems.
Limitations of the proposed group model. We should point sut that

this model is being espoused not as the "true" model for these data, but
only as the best of the alternatives on the basis of ouwr criteria. Com-
pering the R-squared for each data set with its reliability (given ear-

lier), there is clearly a sizable gap between the proportions of varian-

ce accounted for (.84 to .90) and the reliabilities (all over .96 by

different measures).

The failure of the proposed model to capture all the systematic
variance in the data is also demonstrated by an analysis of residuals.
We separated out two non-overlapping subsets of responses for each of
the five data sets. These subsets consisted of responses, collapsed
over all relevant subjects, either to half the isomarph sets of the

problems (Experiments 1, 2, and 3-Abstract), or to half the replications
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of the problems (Experiments 3-Stoc_k and 3-Epidm1c5. Separate regres-
sion analyses were run for each subset, and residuals were recorded on
an item-by-item basis‘ (predicted minus observed value). The correlation
between the sets of residuals was significant for each of the five data
sets, with all coefficients greater than .75, based on 50 o 60 pairs of
residuals (all p < .001). If the variance not accounted for by the
model were not systematic, these residuals would represent only error,
which would be expected to show no systematic relationship across sub-
sets of data. Given these large and significant correlations between
residuals, we must conclude that there is systematic variance in the
responses that our preferred model is failing to capture.

Comparability and plausibility of parameter estimates. One measure
of the goodness of the proposed model is the extent to which the same
independent variables are significant o~ each of the data sets. Table
3 gives the regression coefficients for each independent variable; all
the independent variables included were significant in every experiment,
at p < .01 or better, with one exception: The Joint Absence evidence
type for Experiment 3-Stocks was significent only at the .05 level.
(The two directly disconfirming evidence types did not enter into the
model for Experiment 1, of course, where no direct disconfirmations were
permitted in the problems.)

The adequacy of the proposed model can also be evaluated by the ex-
tent to which a single group of independent variables displays campara-
ble and reasonable parameter estimates for each data set in which it ap-

pears. In the case of the current model, we would minimally require
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that the two confirmatory evidence types would take positive coeffi-
cients, and the three disconfirmatory types, negative coefficients.
This expected pattern is confirmed (see Tatle 3).

Beyond this initial test of reasonzbleness, close inspection of the
coefficients further supports our model. The relastionships between the
coefficients within any one experiment tended to be repeated for the
other experiments as well. For example, the weight given to positive
(Joint Presence) confirmations tends to be much larger than the weight
given to negative (Joint Absence) confirmations. With the exception of
Experiment 2, where the values for Joint Presence and Joint Absence are
near;ly equivalent (for reasons to be discusssd below), there is a siza-
ble bias in favar of Joint Presence as a positive contributor to the
probability that the outcame will occur given the presence of the target
cause.

Perhaps, given the particular question that subjects were asked in
each problem, this lopsided view of confirmatory evidence is not
suwprising. At an abstract level, either form of confirmation should
increase a person's subjective estimate of the contingency between tar-
get and outcame. The Joint Presence instances, though, also provide ex-
emplers of the actual relationship to be judged, that of joint presence.
Joint Abaent;e may, in a statistical sense, be as informative as Joint
Presence with respect to the strength of the causal relstion, but joint
presence can be seen as mare relevant to the prediction of future Jjoint
presence. .

As mentioned earlier, Experiment 2 faus.to follow this pattern of
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unequal valuation of confirmations by joint presence versus joint absen-
ce. This deviation fram the results of the other four data sets can be
explained in terms of some unfortunate limitations in the problems for
that experiment. The variability of the confirmatory evidence types for
Exper iment 2 was extremely small (with standsrd deviations of .70 é&nd
.40 for Joint Presence and Joint Absence, respectively) in comparison to
the variability of those evidence types in the other experiments (1.21
and 1.16 for Experiment 1; 1.29 and .83 for Experiment 3). In fact, Ex-
periment 2 had the smallest variation betweer. problems for every eviden-
ce type except Strength of Alternatives.

This restriction of the variance of the independent variables may
have made the parameter estimates somewhat misleading, and may account
for the fact that the R-squared of the proposed model was lower for Ex-
periment 2 than for all three data sets of Experiment 3 (.84 vs .90,
.88, it .90); and was even lower than for Experiment 1 (.84 vs .85), in
which the two disconfirming independent varizbles were absent. Relative
to Experiment 3-Abstract, the more restricted range of the valuves for
the evidence types in Experiment 2 led to less variability in the depen- -
dent measure. As shown in Table 2, there was less variability between
problems in the mean response over subjects: the standard deviations
were 14.96 versus 18.90, significently different from one another (F
(59,49) = 1.€0, p < .05). Thus, the reduced variability in the depen-
dent measure seems to explain the smaller R-squared values and the
somewhat deviant parameter estimates in the second experiment.

Mditional evidence for the consistency of our proposed model over
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all experiments, and for its reasonableness as a psychnlogical model as
well, comes from comparing parameter estimates for the two disconfirming
evidence types. Table 3 shows that violations of sufficiency (A <> -E)
were taken to be mare damaging to the target hypothesis than were viola-
tions of necessity (-A «> E) in all four data sets where these evidence
types appeared. Philosophers have argued for centuries about the rela-
tive contributions of necessity and sufficiency to causality (see Beau-
champ, 1974; Sosa, 1975). In our experiments, however, the task was
mare specific than that of evaluating "causality"; owr subjects were
evaluating the probability of the occurrence of the outcame in the
presence of the target alone, clearly a judgment more dependent on the
sufficiency of the target for the outcome than on its necessity for the
outcame. Giver this task, it is reasonable for subjects to be more con-
cerned about violation of sufficiency, which is the relation to be
Judged, than about some other violation of contingency. As was the case
with the two types of confirmation, these two types of disconfirmation
may both contribute to the assessment of a causal relationship, but one
(in this case, violation of sufficiency) may have been perceived as mare
relevant to the question at hand.

Alternative Models

In this section, we will cover the comparative evaluations of the
proposed model., describing same of the cther models and variables we
tested, and how they fared as accounts of the data. First, we will dis-
cuss alternative représentations of evidence directly relevant to the

hypothesized cause, and then we will discuss alternative representations
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of information relevant to the causal role cf competing causes.

Evidence directly relevant to the target. One plausible method of i4

evaluating the evidence in our problems is ty considering the proportion |
of target-outcame relations that were of each type. Although the pro-

T R E————

posed model involves counting the number of occurrences of each evidence :ﬁ
type, there are good arguments in favar of measuring their proportion £
instead. Using proportional independent variables, the response measure :
1 becames less dependent on the number of observations in the problem. We ,

explored some of the possible conceptualizations of "proportional infor-

mation," each with its own rationale. For each of these alternative
models, the "Strength of Alternatives" variable was included for compar- l
ability to the proposed model. /’ﬁ

1. One proportional approach is to take the number of instances of
each evidence type and divide it by the total number of situations 4

oy -

(lines) in the problem. This measure is grounded on the notions that
(a) the situations presented are' a sampling of a larger set, and (b)

despite the sm2ll numbers, these observed situations are representative

of the larger set. The model based on these simple proportions as in-
dependent variables did not fare well: The R-squared measures were
below those c¢f the proposed model for each data set, as shown in Table

Insert Table 4 about here

4. The simple proportional model results in an average loss of .05 in
| variance accounted for relative to our preferred model.

2. Another conception of proportionality involves discarding si-
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tuations that are uninformative relative to the target (evidence types S
and 6), and proportionalizing over the number of informative situations.
This model is even poorer than the simple-proportion model above. The
R-squared values, given in Table 4, showed that this model was worse in
every case, for an average decrement of .12.

3. We also considered the possibility that the evidence types
should be seen in relation to the number of observations with the same
outcome--for example, that the prevalence of Joint Presence is best
measured by the proportion of Joint Presence situations among 211 situa-
tions where the outcame occurs. Subjects did not seem to be using this
approach: The R-squared measures for this model were lower for every
experiment than those of the preferred model, with an average decrease
of .12.

4. The last of this set of models was a combination of the two
models immediately above, that is, discerding uninformative situations
and then dividing by the number of remaining situations with the same
outcame. This approach could not be tested for Experiment 1: Given the
absence of evidence types 2 and 3, these variables would represent Joint
Presence over Joint Presence, and Joint Absence over Joint Absence, and
thus would either have the value of 1, or be undefined (zero over zero).
We did test this model for the four data sets of Experiments 2 and 3,
and it resulted in R-squared values that wei'e lower for all (mean loss
of .17).

5. In another vein entirely, one can conceive of the appropriate

value for each evidence type depending on the number of variables (whose
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presence or absence is known) that could have been responsible for the
outcame in each situation. This would mean, for example, that the ap-
propriate conception of a Joint Presence situation depends on the number
of variables observed in that situation: The observation would be more
informative with respect to the target if there were, for example, only
two possible causes rather than five. Thus, each independent variable
in this model was derived by dividing the number of occurrences of each

evidence type by the number of variables observed per situation (which

was constant within a problem). This model did not do as well as our

proposed model for any data set--the R-squared values were, on the
average, .08 below those of the preferred model.

All five of the above alternative approaches, then, compare un-
favorably with ow proposed model. We also tested one more approach,
somewhat different fram the ones above: a Bayesian estimation of the
probability. ‘This approach involved calculating the probability of the
outcame given the presence of the target, using Bayes' Theorem. Given
that the number of observed situations per problem was at most five, the
Bayesian approach may be inappropriate, or too crude to be useful.
Perhaps this explains why the independent variable representing the Bay-
esian estimate was so poor: In models including the Bayesian variable
along with the variables of our proposed model, the Payesian quantity
did not even enter the equation. We can conclude, then, that subjects
were not using a Bayesian approach in their evaluation, a frequent fin-
ding in the judgment literature (cf. Tversky & Kahneman, 1974).

We also tested a number of other approaches in an attempt to see if
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there was any nonlinear.ity in how subjects were affected by the number
of - occeurrences of each evidence type. These included using nonlinear
transformations of the number of occurrences of each evidence type
(e.g., reciprocals and square roots), separating out the first occurren-
ce of each evidence type fram subsequent occurrences (to see if these
were unequally weighted), and converting the number of occurrences into
a binary variable (no occurrences vs. any occurrences) for each evidence

type. All of these approaches resulted in a significant decrement in

R-squared, relative to the proposed model. Thus, results for the alter-

native models just described provided no support for the notion that the
variance left unaccounted for by the proposed model reflected nonlinear-
ity 1in the subjects' consideration of evidence, although, of course, we
tested only a few of the possible forms nonlinearity might take.

Svidence relevant to competing causes. Other aspects of the evi-

dence could 2also be perceived in ways that differ from the proposed
model. The proposed model has a single variable representing the
strength of competing causes. We tried other alternatives in which in-
dividual evidence types relevant to the best competing hypotheses, to
the arithemetic average of the best two campeting hypotheses, and to a
weighted average of these two were added to the models. All effects
were too weak to be statistically significant. The summary variables,
such as the on2 in the proposed model, where all the evidence relevant
to a competing hypothesis is collapsed into a single index of causal
strength, fared much better. We tested three of these variables: (a)
the proposed Strength of Alternatives variable, representing the average
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strength of the best two competing causes, (b) a veariable representing
only the single best campeting hypothesis, and (c) a variable represen-
ting a weighted average (3:1) of the sumary indices of the best two
campeting hypotheses. The patterns of superiority for these were
somewhat mixed over data sets. The variable we finally chose as the
best for the proposed model was a compramise; we cannot claim that it
is obviously superior in all cases.

An alternative way of looking at campeting hypotheses is to assume
that covariation between target and competitors is informative. That
is, if there was a campeting cause that covaried to a large extent with
the target, the responsibility of the target for the outcome is dimin-
ished. We found no evidence that subjects were sensitive to this co-
variation; numerous indices measuring covariation failed to contribute
significantly to our equations.

Another possibility is that subjects considered only those com-
peting causes that were superior or equal to the hypothesized cause in
their relation to the outcame. This approach was apparently not used,
thowgh: Independent variables representing this approach (in a few dif-
ferent ways) we-~e inferior to the proposed Strength of Alternatives
variable (which evaluates alternatives independently of whether or not
they are better explanations than the target cause).

Another pcssible way of taking competirg casuses into sccount is by
simply counting how many different ones there are in a problem. This
approach, however , appeared not to have been used by the subjects--a
variable representing this quantity failed to reach significence in all
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data sets.
Models of Individual Subject Data

Our modeling of individual data was designed to serve two purposes.
First, we wanted some measure of the extent to which the group model was
an appropriate representation of the performance of individuals. To ac-
complish this, we wanted to identify subjects whose responses might have
been better described by models other than the preferred group model.
Second, we were also interested in relationships between subjects’
behavior in evaluating causal evidence and other measures of inductive
reasoning ability, as assessed by looking at relations between a
subject's individual model and scores on the other inductive reasoning

tests.
Fit of the proposed model to individuals. We performed a regres-

sion analysis on each individual subject's data, using the same set of
independent variables as in the proposed group model. Overall, the
group model did a good job of accouwiting for the data from individual
subjects. The mean over subjects in proportion of variance accounted
for was .64 (SD= .15), for data that had a mean reliability over sub-
Jects of .83. The mean over subjects of the proportion of relisble
varisnce accounted for (R-squared divided by relisbility) was .77 (SD =
.16).

Our attempts to find subjects who were likely to be using models
other than the proposed one were not very successful. There was a
strong correlation between R-squared for the proposed model and the re-
1iability of the subject's data, r (58) = .50, p <.001. One result of
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this was that, in general, subjects who had poor fits to owr proposed
" model were assured by the low reliability of their data of having poor

fits to any model. To circumvent this problem, we separated out the

M

group of subjects with the largest amount of unaccounted for systematic

variance, to see if we could find evidence of their uniform and con-

sistent use of some other model. Inspection of this measure (reliabili-

ty minus R-squared) identified six subjects whose scores clustered above

the remainder of the group. We correlated the response sets of these
8ix subjects among themselves. Agreement was quite low: The mean &
correlation between all possible pairs of these six subjects was .3U.
(This mean can be compared with the results for the six subjects with
the smallest amount of unaccounted-for systematic variance, where the
mean correlation was .64.) Thus, the subjects poorly fit by our model
appear to have used idiosyncratic or inconsistent decision rules.

There was no evidence for their use of some other shared model.

Reasoning tests. Scores on the three reasoning tests were highly

correlated (all r > .52). A factor analysis on these scores was perfor-
med to provide a single index (factor score) of reasoning ability for
each subject, to be used in conjunction with that subject's regression
modeling. The factor analyvsis yielded a single factor, with approxima-
tely equal weightings on the three test scores. Since this derived

reasoning factor correlated almost perfectly with a simple mean of stan-
dardized scores on the three tests (r = .99), the composite z scores
were used for all further anslyses involving the reasoning tests.

The correlations with ourr ability-test data were disappointing.
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Beyond the correlations among the test scores and factor scores, there

were no sigrificant relations to the estimated parameters of the model,

s

model fit, or reliability.
Modeliné Concrete-Content Items

As mentioned earlier, there was little effect of base rates on sub-
Jects' responses, beyond the possible effect of higher base rates produ-
cing higher responses for the stock problems than for the epidemic prob-
lems. It appeared from the between-domain comparisons of Experiment
3-Concrete that subjects were very strongly influenced by the abstract
pattern of the evidence. This does not, however, preclude the base-rate
probabilities of the hypothesized causes having some effect on respon-
ses, although such an effect would surely be secondary. Some simple
correlational measures imply that there is a role played by the base-
rate probabilities. If there were such an effect, it would appear in a
measwre of the deviation of each concrete problem fram its corresponding
abstract problem. Correlsting this deviation score for each problem
with the base-rate probability for that problem, we obtain an estimate

of the extent to which deviation of the concrete fram the abstract was .

due to the base-rate probsbility of the target hypothesis. Taking a sim-
ple difference between concrete and sbstract versions of each problem,
and then correlating this with the base-rate for that problem, yields
significant correlations: overall, r (120) = .41, p < .001; for the epi-
demics, r (60) =.U1, p < .001; for the stocks, r (60) = .31, p < .02.
When a regression was performed with the base rate as an additional
predictor varisble, along with the variables of the proposed model, base
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rate did not add statistically significant prediction to the model. 1In
fact, even if the predictors for the concrete-content item responses
were reduced to two--the response to that problem in the abstract form
and the base rate--the effect of base rate was still almost nil: For
the stocks, the base rate was a non-significant parameter, while for the
epidemics, it was significant (at p < .001), but added less than .02 to
the R-squared. Clearly, the incremental impact of the base rates was

very small. -

We also calculated a variable to represent a different possible i’

corporation of the base-rate: a multiplicative one. This variable,
though, failed completely, not entering the models significantly for
either concrete set.

. One possible explanation for this neglect of base rates is that the
use of two different damains led subjects to feel that they should
disregard them, even though the instructions encouraged them to use
their prior information about the causes. This explanation probably
does not account for ow findings, though. Assuming that this contam-
ination due to multiple damains affected the second-presented set ex-
clusively (or at least, primarily), we would then expect base-rates to
be mare important for the first-presented set for each subject. We
found no larger role of base rates when we modeled responses to each
content-type shen it was the first-presented set than when it was the
second-presented set, nor was the correlation between the base rate and
the deviation from abstract response§ any higher for the first-presented
set than for the second-presented set--it was, in fact, nonsignificently
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lower (.27 vs .37). Thus, subjects were no more sensitive to base rates
in the concrete damain they saw first.

This neglect of base rates is not surprising or unprecedented: A
large 1literatire provides examples of other situations where base rates
have been statistically relevant, but ignored by subjects (e.g., Lyon &
Slovic, 1976; Nisbett, Porgida, Orandall, & Reed, 1976). There are si-
tuations, though, where subjects have been shown to be sensitive to base
rates (e.g., Ajzen, 1977; Carroll & Siegler, 1977). One explanation
that has been offered for the pattern of use versus nonuse of base-rate
information is that of Tversky and Kahneman (1977): They propose that a
causal interpretation of the base rate (as opposed to a diagnostic one)
is required for subjects to attend to base rates. That hypothesis ap-
pears to predict that our problems would involve the use of base rates,
since the relation between the base rate and the judgment being made
seems appropriately causal. Ferhaps a better explanation for the
neglect of base rates in our case {s one similar to a proposal of Nis-

bett & Borgida (1975): When subjects have a great deal of other informa-

tion from which to determine their responses, they tend to neglect base .

rates. In owr problems, subjects may have felt that the information
presented about the role of the hypothesized cause was more nearly com-
plete and more relevant, even perhaps more reliable, than any intuitive
estimation of the base rate probability for “hat cause.

Alternatively, the apparent nonuse of buse rates by subjects in owr
study might have been due to weaknesses in problem-construction: The
base rates for our concrete causes may not have differed sufficiently
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from one another. Although the different causes were assigned a wide
range of base rates by subjects in Experiment 2-Base Rate (from 10.81 to
69.84 on a 0-to-100 scale), the restriction of possible causes to ones |
that were plausible may have made the true range of the base rates used
quite small-~too small for effects of base rates to be significant.
Subjects' insensitivity to the manipulation of abstract versus con-
crete items has some interesting implications for performance with
abstract-content problems. One could argue - that the abstract-content

problems present to the subjects a highly impoverished stimulus. B)t,‘
subjects did not appear to use the additional information available when
the problems were made richer and more complex by using concrete causes.

Thus. for the abstract problems, the reliability of responses and the

simplicity of the variables accounting for responses is not readily at-
tributable to the poverty of the presented information.

In the seme vein, the similarity between abstract and concrete ver-

sions of the problems casts doubt on the notion that subjects were doing

estimations of correlation rather than of causality when given abstract ;
problems. Tre presentation of items with concrete content would make
causal relations more salient than the abstract items would: The rele-

tion between mosquito infestation and disease epidemics, for example, is

hardly bidirectional. If subjects were sensitive only to correlastion
- when given gwbstract problems, one would expect differences between

responses to abstract versus concrete items on the basis of the niiency

of the causal relation for the concrete-content problems. It might well
be that causal snalysis is routinely done using the same methods by
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which people assess correlation--all we are claiming here is that sub-
Jects in our experiments were probably using same version of whatever
procedures they normally use for evaluating causality.

Similarly, one could argue that responses to concrete problems re-
flected a search for higher-order causes to explain both the target
cause and the outcome, a strategy that would be feasible only for the

concrete-content problems. The absence of a difference between concrete

and abstract problems makes it implausible, though, that the possibility

of higher-arder causes had any significant effect on responses.
GENERAL DISCUSSION

Features of the Proposed Model

Earlier, we discussed the adeguacy of the proposed model in terms
of its overall goodness of fit, the comparability and plausibility of
the model's individual independent variables and their weights, and the
model's superiority over plausible competing models. In this section,
we will discuss the adequacy of the model in terms of the relation
between the proposed model and data fram other tasks, and the extent to
which the model meets criteria of uniformity, completeness, and simpli-
city.

Parallels with Other Data

A comparison of our results with the existing literature on sub-
Jects' behavior in other hypothesis-testing tasks shows good concordan-
ce. When subjects are proposing tests of some hypothesis, there is a
strong bias for seeking out and attending to positive confirmations as
the most informative type of datum. This occurs both for subject-
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generated hypotheses (e.g., Wason, 1960; 1968; Wason & Johnson-Laird,
1972), and experimenter-determined hypotheses (e.g., Snyder & Swann,
1978). ;

In our experiments, there is a camparable overall focusing on posi-
tive confirmation: The Joint Presence evidence type is the single best
predictor of response, as shown by three measuwres. First, Joint Presen-
ce is the first variable to enter the stepwise regression for all data
sets. Second, it has the highest individual regression coefficient F

statistic of all the variables in the proposed model, for four of owr’

five data sets (the exception was Experiment 2, where Joint Presence
suffered from limited variabil'ity). Third, in the fitting of the pro-
posed group model to individual subject data, Joint Presence was the in-
dependent variable that reached significance for the largest number of
subjects (90%).

The focus on positive confirmation can be seen as evidence of a
mare general bias against negativity. For example, the preference of
owr subjects for Joint Presence over Joint Absence as confirmatory evi-
dence is consistent with the psychological literature on many forms of
. inductive reasoning, where information in a negative form is undervalued
relative to its true importance: Most relevant here is the research on
concept identification (e.g., Bruner, Goodnow, and Austin, 1956) and on
contingency e:stimation (e.g., Smedslund, 1953).

Cambining portions of the information presented earlier, we can
draw two generalizations about how negativity affects subjects' hy-
pothesis evaluvation. First, informstion in a positive form (Joint
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Presence vs Joint Absence) tends to be mare important to subjects than
information in a negative form. Second. informetion with a positive
meaning (confirmation vs disconfirmation) tends to be more important to
subjects as well. These preferences can be seen as manifestations of a
mare general preference for positivity over negativity, found not only
in many other forms of inductive reasoning, but also in other cognitive
danains (e.g. language camprehension, sentence verification, deductive
inference, social inference, and language development).

Uhiformity, Completeness, and Simplicity

One positive feature of the proposed set of variables is that they
are all basically of one type. The four variables directly relevant to
the target hypothesis are camputed in a uniform fashion, and the fifth
variable can be seen as (more or less) a combination of these same evi-
dence types, in this case fram the perspective of the competing (and
thus individually less important) causes. Given the range in the manner
of computation of the variables tested for alternative models, the pro-
posed model presents variables that are highly consistent with one
another in terms of what they measure and how they measure it.

This is not to imply, however, that the variables in our model are
the only variables, or the only kinds of variables, that affect causal
inference. On the contrary, it seems likely that other kinds of varia-
bles account for at least some of the systematic variance left unex-
plained by the proposed podel.

Another dimension to consider is that of campleteness of the model.
Together, the five variables in the proposed model encode most of the
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information relevant to the causal relation between target and outcame,
or 'at least are sensitive, in some limited fashion, to most of that in-
formation. We do not claim that these variables cover all possible
methods of assessing this causal relation. Nor do we claim that these
variables represent precisely and completely the decision rules used by
subjects; the proposed model does not account for all systematic varian-
ce. We do, however, assert that the overall model is made more plausi-
ble by its completeness; our model reflects (at least partially or in-
directly) most of the important aspects of the evidence--including those
suggested to us by other research and by our subjects in their reports
of the strategies they used.

Accepting that subjects have limited capacity to process informa-
tion in a given problem, a madel with few parameters, whose variables
are similarly computed and encompassing of the evidence, has more
psychological plausibility than one whose variables are both diverse and
selective. In addition to these properties, discussed above, another
psychologically important dimension is simplicity of the veariables, or
ease of encoding. One feature of the proposed group of variables is
that, relative to many of the alternatives considered, the five varia-
bles are quite easy to calculate for any individual problem. In many of
the alternatives we considered, the camputation of a single variable
could require multiple operations of sclection, accumulation, and
division. In the prophnsed model, the set of variables is relatively
easy to campute: The four direct evidence types (which concern the rela-.
tion between target and outcame within each observation in a problem)
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can be computed by finding the sign of the target variable and of the
outcame in each line, and counting the number of occurrences of each
type of relation. Camputation of the fifth variable, Strength of Alter-
natives, requires tw» executions of this procedure, and a combination of
the counters.

We would not want to claim, though, that subjects necessarily com-
puted their responses in precisely the same manner as the model does.
The strongest claim we make is that, among the variables we considered,
the proposed set of independent variables produced the quantity that
best captured the subjects' evaluations; the subjects' method and the
model's method of arriving at that evaluation may or may not be quite
different.

Given that we are modeling only the final responses, we cannot in-
terpret owr variables as accounts for processes executed while subjects
are working on a problem. On the other hand, a model of response choice
that fails to consider processing implications of the variables included
is of limited usefulness. While the model we are supporting here was
derived only fram response-choice data, the model can be evaluated with
a mare global view. The features discussed in this section (uniformity,

campleteness, and simplicity) are relevant to evaluating the n-opoéed

model as a basis both for response choice and for the processing that
underlies response choice. Clearly, any definitive statements about the
computations subjects performed, or the duration or sequencing of these
processes requires more and different data from that collected in these

studies. If, though, our ultimaste goal is to understand how people make
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Judgments of causality fram evidence, the response-choice model must be
sensitive to processing implications of the proposed variables.
CONCLUSTONS 4

Our proposed model, with its implications about how subjects
evaluate evidence in judging a causal hypothesis, makes certain general
claims about people's inductive behavior. Clesrly, people are not op-
timally rational, in the sense of extracting the statistically maximal
amount of information fram the evidence they are given . They are sub-
Ject to many biases, as detailed in the discussion of the maodels: for
example, biases against negativity in any form, biases in favor of evi-
dence tha: mare closely matches the superficial form of the statement to
be evaluated, biases in favar of the hypothesized cause over other
causes. Most of these biases can be accounted for by a mechanism such
as focusing--the "irrational™ aspects of behavior in this task seem qui-
te explicable in terms of the subjects' focusing on their task, and on
the most salient individual components of the evidence (cf. Taylor &
Fiske, 1978).

And yet, subjects' behavior was not wholly predictable by bias:
Many of the features of our data depict the subject as a rather rational
evaluator, taking into account many different aspects of the evidence
presented, and using these appropriately. While their evaluation seems
to include scme deviant weightings of the information in the j:roblems,
. the information they choose to attend to is not grossly deviant fram
what seems appropriate. Their focusing behavior may represent an adap-

tive method of dealing with limitations of memory and processing cspaci-
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ty. For example, subjects might believe that the strength of a causal

relation is better measured by the proportions of each evidence type

than by the number of each, but they may be unable (or unwilling) to do
the additional computation that sensitivity to proportionality requires.
Overall, given their limitations, subjects perform this kind of causal

inference task in a reasonable, if imperfect, manner.
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Table 1
Sample Problems
for All Experiments
BErimentl
- = G L T M R Q0 =
C = <G L T M R Q =
C = G
A = G
A =& G
Experiments 2 and 3-Abstract
H Q - B P X =» Y
L T = -B N X = =Y
U H = =B N P = Y
=R T & B
R Q = -B P =
R - B
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Table 1 (Continued)

Exper iment 3-Concrete (Epidemics)

An epidemiologist noted that, for Marshall-Isaacs disease

In City 1

T —

Annual health inspection of food-service wirkers was stopped
A new type of hair dye was introduced to the area
No inadequate sterilization practices were used in a local cannery

A new type of pesticide was tried by local vegetable farmers
There was a water main break

An epidemic of the disease was reported.

In City 2
Inadequate sterilization practices were used in a local cannery
Anwial health inspection of food-service wirkers was not stopped
Lead-based paint was sold without warning labels
There was no water main break
A new type of pesticide was tried by local vegetable farmers
No epidemic of the disease was reported.

What is the probability that, in some other city, there would be an

epidenic of Marshall-Isaacs disease if a new type of hair dye was
introduced to the area?
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Table 1 (Continued)

Experiment 3-Concrete (Stocks)

A market analyst noted that, among cosmetic manufacturers:

In Company 1
The office staff of the company organized and joined a union
The campany's major product was under suspicion as a carcinogen

There was a drastic drop in the value of the company's stock.

In Company 2
The office staff of the company did not organize or join a union
The campany's major product was under suspicion as a carcinogen

There was a drastic drop in the value of the company's stock.

In Company 3
Illegal campeign contributions were traced to the company's managers
The campany's major product was not under suspicion as a carcinogen

There was no drastic drop in the value of the company's stock.

What is the probability that; for some other cosmetic manufacturer,
stock values would drop drastically if the company's major product

were under suspic’on as a carcinogen?




Table 2

1

Mean Response 44,20
Item Standard Deviation ~ 12.58
Minimum Item Mean 18.55
Maximum Item Mean 64.56

2 3-Abstract 3-Stock 3-Epidemic-

41.47
14.96
13.41
75.24

Causal Inference

Cheracteristics of Likelihood Judgments
for All Experiments

Exper iment

34.99
18.90
10.45
R

37.25
18.96
10.44
75.40

35.16
20.92
10.05
76.35
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Table 3
Model Fits and Parameter Estimates
; for the Final Model :
Exper iment
1 2 3-Abstract 3-Stock 3-Epidemic
Fit of the Model
R-mr“ 05 -@‘ -m 088 -w
RMSD 4,80 6.0 6.04 6.39 6.72
Parameter Estimates '
E | Joint Presence 9.66 8.2 9.26 9.2 11.30
4 ; a
‘ Violation of Sufficiency - =12.97 -8.17 =10.05 -8.42
Violation of Necessity e Y -8.07 5.7 -6. 4l
Joint Absence 4,03 9.4 2.87 2.52 3.79 4
q
1 Strength of Alternatives -3.90 <5.69 -3.15 -3.30 -3.20 |
| Regression Constant 20.81 38.U46 33.60 36.20 29.96
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Table 4
R-Squared Values for
Proposed and Alternative Models .
Exper iment

1 2 3-Abstract 3-Stock 3-Epidemic
Number of occurrences of each

evidence type (Proposed Model) -85 84 .90 .88 .90

Cownt of each evidence type
over number of situations . B .86 .87 .85

Count of each evidence type
over number of informative

situations .7 . TR .76 . .

Count of each evidence type

over number of situations

with the same outcame .3 .T0 .76 .80 .T8

Count of each evidence type over
number of informative situations

Hlth the me omwe - l6“ .72 'ﬁ .72

Count of each evidence type
over number of possible causes

observed in each situation T .81 & 8 &1
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